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ABSTRACT

Poor alignment between the objectives that intelligent agents optimize for and the desires of human
stakeholders risks limiting the utility of decision-making systems and may pose dangers to end users.
In reinforcement learning, this objective is encoded via a reward function. Manually specifying an
aligned reward function is notoriously difficult. Reinforcement learning from human feedback (RLHF)
is one approach to address this problem, where a reward function is instead learned from human
preferences over trajectory segments. RLHF algorithms, however, require a precise model of human
preferences in order to learn a reward function. What this preference model should be has remained
largely unexplored, with most prior work assuming that human preferences arise solely from the sum
of rewards along each segment. We find this assumption to be fundamentally flawed and instead assert
that human preferences arise from a segment’s deviation from optimal behavior. We propose the regret
model of human preferences, showing that it is more aligned with human decision-making and leads
to more performant learned reward functions. Using these findings we then reframe influential prior
work in RLHF and provide a new theoretically principled perspective on past approaches. Finally,
we outline an important direction for future research; developing preference elicitation interfaces to
subtly guide human preferences towards a specific model and thereby improve reward learning.

Keywords Reinforcement learning from human feedback · Preference learning ·Alignment

1 Introduction

Reinforcement learning (RL) is a framework where an agent learns how to behave by interacting with its environment.
The agent receives a scalar reward which tells it how well it is doing, and its goal is to maximize its expected discounted
sum of rewards. This learning paradigm has led to many notable achievements in robotics (Haarnoja et al. [2018], Mnih
et al. [2013], Mahmood et al. [2018], Andrychowicz et al. [2020], Kalashnikov et al. [2018]). Like all optimization
algorithms, however, RL agents are fundamentally limited by the objective they optimize. For RL agents this objective is
encoded via the reward function, where an incorrectly specified reward function may lead to significant failures. Manually
specifying the reward function is particularly error-prone, limiting the utility of RL systems. For example, a reward
function that encodes the desire to “maximize dust collected off the floor” seems sensible but may result in a robot that
dumps dust onto the floor in order to immediately pick it up again. When agents that optimize for unaligned objectives
are placed in important decision-making roles, they may cause catastrophic consequences (Amodei et al. [2016]).

Rather than relying on humans to specify correct reward functions, we seek to learn reward functions from human data.
Specifically, we focus on learning a reward function from human preferences over possible behaviors; the idea being
that while it is difficult to precisely specify what good behavior is it is comparatively easier to recognize it. Once a reward
function is learned from a dataset of human preferences, any RL algorithm can be used to find a policy using that reward
function. This RLHF framework has shown recent promise, from training agents to master Atari video games (Christiano
et al. [2017]) to fine-tuning large language models (LLMs) to sound more human-like (Ouyang et al. [2022]). We address
several foundational open problems in RLHF when human feedback is given as preferences.

First, we question a ubiquitous assumption made by influential prior work; that human preferences arise probabilistically
from only the sum of rewards over a segment, i.e., the segment’s partial return ( [Christiano et al., 2017, Sadigh et al.,
2017, Ibarz et al., 2018, Bıyık et al., 2021, Lee et al., 2021a,b, Ziegler et al., 2019, Wang et al., 2022, Ouyang et al., 2022,
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Figure 1: Here, we see two segments in a task with −1 reward each time step. The partial return preference model is indifferent
between these segments because each has a partial return of −2. However, in the right segment, the agent has made better decisions; it
moves toward rather than away from the goal. Our proposed regret preference model measures a segment’s deviation from optimal
decision-making. The right segment is therefore more likely to be preferred by a regret preference model. We suspect our human
readers will also tend to prefer the right segment.

Bai et al., 2022, Glaese et al., 2022, OpenAI, 2022]). These prior works assume that human preferences are decided by
the reward accrued during a segment, but ignore important start and end-state information that influences the segment’s
desirability. Instead, we posit that human preferences over segment pairs arise from a different statistic: each segment’s
deviation from optimal behavior. We measure this as the segment’s regret under an optimal policy, and provide an
intuitive comparison in Figure 1. We empirically show that this regret preference model is a better predictor of real human
preferences than the partial return model. We then present a tractable algorithm for learning a reward function using
the regret model and empirically show that this results in learning more performant reward functions from human data.
We also show that when using both the regret and partial return models to learn a reward function from preferences it
has generated itself, using our regret model induces more performant policies. These results indicate that the regret
model of human preferences both normatively and descriptively outperforms the partial return model.

Next, we focus on the question "what happens when preferences are generated by the regret model, but are learned
using the partial return model?" After all, recent work has achieved impressive results when learning with the partial
return model despite our results indicating that human preferences are more aligned with the regret model. To answer
this question, we show that these influential prior works may not actually be learning a reward function, but instead
an approximation of the optimal advantage function. This insight reframes many RLHF algorithms and highlights a
more principled approach to learning a policy from human preferences.

Finally, we focus on the prescriptive side of learning from preferences. Our empirical results indicate that human
preferences are more aligned with the regret preference model than the partial return preference model. Our results also
indicate that learning with preferences that perfectly follow the regret model induces better policies than when learning
with preferences that perfectly follow the partial return model. Human preferences, however, do not perfectly follow
the regret model. Motivated by this insight, we additionally seek to answer the following question: "Can we nudge human
preferences closer to the regret model?"

This thesis seeks to provide a comprehensive overview of my work over the last three years that focuses on how to better
learn aligned agent behavior from human preferences. In summary, our main contributions are listed below:

• We propose a new model for human preferences that is based on a segment’s regret instead of its partial return.

• We empirically show that, when learning from a dataset of human preferences, the regret model both better
predicts the human preferences and induces more performant policies.

• We empirically show that when the partial return and regret models are trained on datasets of preferences that
precisely follow each model, the regret model induces more performant policies.

• Overall, we show that the choice of preference model impacts the quality of the learned reward function.

• We reframe prior work in light of our findings, showing that influential prior work may be learning an
approximation of an optimal advantage function rather than a reward function.

• We highlight the implications of mistaking a learned approximate of an optimal advantage function for a learned
reward function, resulting in a more principled approach to learning from human preferences.

• We introduce a concrete direction for designing preference elicitation techniques to nudge human preferences
toward the regret model, yielding more performant learned policies.
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My thesis is largely derived from two previous papers, Knox et al. [2022] and Knox et al. [2023a]. I reference these
papers throughout this thesis, which each contains more in-depth results and analysis. My thesis aims to hit the main
points, as well as present some new research currently in progress. I completed this work largely in collaboration with
Dr. Brad Knox and under the supervision of Prof. Peter Stone and Prof. Scott Niekum. I am eternally grateful for their
continued support and mentorship, which has shaped my academic ambitions.

2 Preliminaries: Preference models for learning reward functions

We consider the task environment to be modeled as a deterministic Markov Decision Process (MDP). This MDP is
defined by the tuple (S,A,T,γ,D0,r):

• S: the set of possible states.

• A: the set of possible actions.

• T :S×A→S: the transition function which represents the state transition given a state and action pair.

• γ: the discount factor. Unless specified otherwise, we assume undiscounted tasks (i.e., γ=1).

• D0: the initial distribution of states.

• r :S×A×S→R: the reward function where the reward at time t depends on st, at, and st+1. Note that in
this paper r always refers to the ground truth reward function, r̂ refers to a learned approximation, and r̃ refers
to any reward function.

A policy, denoted by π :S×A→R, specifies the likelihood of selecting a certain action when in a particular state. The
standard RL objective is to find a policy for the MDP that maximizes the expected discounted return from each state.
The expected discounted return is formally given by

∑∞
t=0E[γtr(st,at,st+1)]. In our problem setting, we adhere to

the standard RL objective but assume no access to the ground truth reward function. Instead, we must first learn a reward
function from human data and then derive a policy using that reward function, for example via RL.

We denote the state-action value function and state-value function for the reward function, r̃, under an optimal policy,
π∗, asQ∗

r̃ and V ∗
r̃ respectively.

2.1 Reward learning from pairwise preferences

We can learn a reward function from a dataset of preferences by finding a reward function that maximizes the likelihood,
or equivalently minimizes the cross-entropy loss, of the observed preferences. This approach is common in recent work
( Christiano et al. [2017], Ibarz et al. [2018], Wang et al. [2022], Lee et al. [2021a], Ouyang et al. [2022]).

Segments. A trajectory segment, denoted as σ, begins at state sσ0 . Its length, represented by |σ|, is the number of
transitions in the segment. The segment contains |σ|+1 states and |σ| actions, given by (sσ0 ,a

σ
0 ,s

σ
1 ,a

σ
1 ,...,s

σ
|σ|). In our

problem setting, segments do not contain reward information. A segment that ends in a terminal state is referred to as
a trajectory. As a shorthand, we present a time-indexed function: σ :Z→S×A×S with σt=(sσt ,a

σ
t ,s

σ
t+1).

Preference Datasets. A preference over a pair of segments yields a sample (σ1,σ2,µ) in a datasetD≻. The vector µ
indicates the preference over σ1 and σ2:

• If σ1≻σ2, then µ=[1,0].

• If σ1≺σ2, then µ=[0,1].

• For σ1∼σ2 (no clear preference), µ=[0.5,0.5].

Here, µ1 and µ2 are the first and second elements of µ, respectively.

Learning from Pairwise Preferences. Our goal is to learn a reward function that maximizes the likelihood of the
preferences in dataset D≻. To do this, prior literature frequently assumes these preferences arise from a preference
model, P . The preference model outputs the probability that one trajectory segment is preferred over another given
the ground-truth reward function, i.e., P (σ1≻σ2|r). In practice, r is often unobservable. Our objective is to compute
r̂, an approximation of r, by minimizing the cross-entropy loss per Equation 1.

loss(r̂,D≻)=−
∑

(σ1,σ2,µ)∈D≻

µ1logP (σ1≻σ2|r̂)+µ2logP (σ1≺σ2|r̂) (1)
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We defineP (σ1≻σ2|r̂) below in accordance to the the partial return preference model and our proposed regret preference
model.

2.2 Partial return preference model

All discussed prior work assumes human preferences are generated by a Boltzmann distribution over a segment pair’s
partial returns. A segment’s partial return under some reward function r̃ is denoted as Σσ r̃.=

∑|σ|
t=0γ

tr̃(σt)

This partial return preference model is given as:

PΣr(σ1≻σ2|r̃)= logistic
(
Σσ1

r̃−Σσ2
r̃
)
. (2)

In this work, we highlight the flaws of this model. We assert that a segment’s partial return is not the only decider of human
preferences. Going forward, PΣr is interchangeably referred to as the partial return model as defined by Equation 2.

2.3 Regret preference model

We introduce an alternative preference model that assumes human preferences are generated by a Boltzmann distribution
over a segment pair’s regret. First, to provide some intuition, let’s focus on segments with deterministic transitions.
Consider a deterministic transition (st,at,st+1). The regret for this transition is defined as:

regretd(σt|r̃)≜V ∗
r̃ (s

σ
t )−[r̃t+V ∗

r̃ (s
σ
t+1)]. (3)

Note that the subscript d in regretd emphasizes our deterministic transition assumption. For a deterministic segment
with multiple transitions, regret is defined as:

regretd(σ|r̃)≜
|σ|−1∑
t=0

regretd(σt|r̃)=V ∗
r̃ (s

σ
0 )−(Σσ r̃+V ∗

r̃ (s
σ
|σ|)), (4)

regretd(σ|r̃) measures the difference in the expected return under an optimal policy from the start state, V ∗
r̃ (s

σ
0 ), and the

expected return given the actions taken in the segment, Σσ r̃+V ∗
r̃ (s

σ
|σ|). An optimal segment, denoted as σ∗, invariably

possesses a regret of 0. Conversely, a non-optimal segment, denoted as σ¬∗, always has a positive regret. Hence,
deterministic regret is a measure of deviation from optimal behavior under r̃.

When the environment contains stochastic transitions, we need to reformulate our calculation of a segment’s regret in
order to retain the following two properties:

• Segments containing transitions that are closer to optimal behavior have lower regret than segments containing
transitions that are farther from optimal behavior.

• Optimal transitions have a regret of 0.

The regret for a segment with multiple stochastic transitions is defined as:

regret(σ|r̃)=
|σ|−1∑
t=0

regret(σt|r̃)=
|σ|−1∑
t=0

[
V ∗
r̃ (s

σ
t )−Q∗

r̃(s
σ
t ,a

σ
t )
]
=

|σ|−1∑
t=0

−A∗
r̃(s

σ
t ,a

σ
t ). (5)

Where we refer toA∗
r̃(s

σ
t ,a

σ
t ) as the optimal advantage function, i.e., the negated regret function. We refer readers to

Knox et al. [2022] for a more in-depth explanation and derivation of regret. Note that, with deterministic transitions,
regret(σ|r̃)=regretd(σ|r̃). The regret preference model is the Boltzmann distribution over negated regret:

Pregret(σ1≻σ2|r̃)≜ logistic
(
regret(σ2|r̃)−regret(σ1|r̃)

)
. (6)

Intuitively, the regret preference model asserts that human preferences are not only decided by the sum of rewards in
a segment but also by what happens before and after the segment. Figure 2 provides further intuition for when the regret
preference model is superior the partial return preference model. In section 5.1 we present a tractable algorithm for
learning with the regret preference model. Going forward, Pregret is interchangeably referred to as the regret model
as defined by Equation 6.
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Figure 2: Two car scenarios near a brick wall: the left depicts an impending crash, and the right shows a narrow escape with a minor
scrape. Under the partial return preference model, the left (suboptimal) segment with a higher sum of rewards is preferred. Conversely,
the regret preference model favors the right (optimal) segment due to it having a smaller regret. We suspect our human readers will also
tend to prefer the right segment.

3 Creating a human-labeled preference dataset

We seek to investigate how well our regret preference model does when learning a reward function compared to the
commonly used partial return preference model. We collect a dataset of human preferences via Amazon Mechanical
Turk to answer the following questions:

1. Is the regret preference model better at predicting human preferences? In other words, is the regret model more aligned
with how humans generate preferences?

2. Does learning a reward function with the regret preference model induce more performant and human-aligned behavior?

All data collection was IRB-approved, and our collected dataset of human preferences is publically available on the
Texas Data Repository Knox et al. [2023b].

3.1 The delivery domain

To investigate the consequences of learning with the regret preference model, we construct a simple grid-world-style
game. The game is easy to understand and play, but recognizing optimal behavior is intentionally difficult for humans.
Our design of the delivery domain purposefully violates the regret preference model’s assumption that a human can
always estimate optimal behavior. This enables us to study human preferences under more realistic conditions.

The delivery domain consists of a grid of cells. Each cell has a specific road surface type. The agent’s state is its location,
and its action space consists of the four cardinal directions. The episode terminates at specific termination cells, which
either have a reward of +50 (the red marker in Figure 3) or−50 (the sheep in Figure 3). The agent always receives a
−1 reward every time it moves, except when it enters a terminal state. Cells with a brick or roadblock surface type incur
an additional−1 reward and cells with a coin surface type incur an additional +1 reward. None of these surface types
disappear; for example, an agent can repeatedly collect the same coin but doing so at best cancels out the cost of moving.
The initial state distribution,D0, is always uniform over all non-termimal states.

3.2 The delivery task

We use one specific instantiation of the delivery domain when collecting human preferences. This MDP is a 10x10 grid
shown in Figure 3. In the delivery task, the agent only maximizes its sum of rewards from any given state by reaching
a terminal state of reward +50.

3.3 The preference elicitation procedure

Before eliciting human preferences, we teach subjects the dynamics and ground-truth reward function for the delivery
task. In this work, we seek to recover the ground-truth reward function only from human subjects’ preferences over
segment pairs. To teach subjects about the MDPs reward function and dynamics, we present them with several instructions
specifically describing these components as well as the general domain. We avoid technical jargon by equating "return"
and "reward" to equivalent values in US dollars. Rather than telling subjects their objective is to maximize their expected
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Figure 4: The interface shown to subjects during preference elicitation.

return, we describe the goal of the task as maximizing their financial outcome in the game. Subjects also play a sequence
of practice games in different instantiations of the delivery domain aimed at teaching them specific components of the
dynamics and the reward function. A full walk-through of this procedure can be found here.

Figure 3: The delivery task used to gather human preferences. The
yellow van is the agent and the red marker is the destination.

After each subject is taught to understand the delivery task,
we elicit their preferences over 40–50 randomly-ordered
segment pairs using the interface shown in Figure 4. The
subjects select a preference, no preference (“same”), or
“can’t tell”. We exclude responses labeled “can’t tell”
when analyzing and learning from the resulting preference
dataset.

3.4 Filtering for high quality preferences

We took several steps in order to ensure that our collected
dataset of preferences was of high quality. First, we re-
quired that all subjects were located in the United States,
had completed at least 100 other Mechanical Turk studies,
and had an approval rating of at least 99%. This initial
filtering resulted in 143 subjects who continued on to com-
plete our study.

After teaching each of these subjects about the delivery
domain and eliciting their preferences, we presented them
with a comprehension quiz to assess their understanding
of the task. We removed the preferences of all workers
who scored below a certain threshold, which indicated that
those workers may not have fully understood the task. We also removed the preferences collected from all workers who
preferred ending in the negative terminal state (with a reward of−50) over not doing so. We interpreted this as a poor
understanding of the task. This filtering procedure resulted in a dataset of 1,812 preferences collected from 50 subjects.
For more details on our subject filtering procedure, please see Knox et al. [2022] Appendix D.

3.5 Selecting segment pairs for labeling

We collected human preferences in two stages, where we chose the segment pairs shown to subjects in each stage with
distinctively different methodologies. In the first stage, we sought to elicit preferences over segment pairs that might
highlight the differences between the regret and partial return preference models. We found that when only using these
collected preferences, learning with the partial return preference model consistently led to poor policy performance. Note
that this was not the case when learning with the regret preference model. Therefore, to aid the partial return model, we

6
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collected additional data in a second stage. More details on our data collection procedure can be found in Knox et al.
[2022] Appendix D.

4 The regret model better predicts human preferences

Loss
Preference model (n=1812)
P (·)=0.5 (uninformed) 0.69
PΣr (partial return) 0.62
P∆r (regret) 0.57

Table 1: Mean cross-entropy losses on test sets from
predicting human preferences. Lower loss is better.

To measure how well each model predicts human preferences, we
calculate the cross-entropy loss for each model over our preference
dataset with Equation 1. Note that this is equivalent to computing the
negative log-likelihood of our preference dataset given a preference
model. We find that the regret preference model, Pregret, achieves
a lower mean loss across 10-folds than the partial return model,
PΣr. Full results are reported in Table 4, indicating that the regret
preference model is more aligned with human decision-making.

5 The regret model leads to more performant policies

Per section 4, we know that the regret model is better at predicting human preferences. While this is informative, we
ultimately aim to use a preference model for learning a reward function. In this section, we investigate the quality of the
reward function that is learned when using either Pregret or PΣr. In all cases, we learn a reward function r̂ with Equation
1. In order to find an optimal policy under r̂, we then apply value iteration (Sutton and Barto [2018]) to computeQ∗

r̂ , the
approximately optimal Q-function under r̂. We derive the maximum entropy optimal policy fromQ∗

r̂ , which chooses
uniformly randomly among all optimal actions. Finally, we evaluate this policy with respect to the ground-truth reward
function, r, overD0. See Figure 5 for details. In this work, we refer to a learned reward function as "more performant" or
more "human-aligned" if it induces a policy that performs better with respect to the ground-truth reward function.Evaluating a learned reward function

Ground 
truth 

Learned

evaluated by

Preferences dataset

Figure 5: The general procedure used for learning a reward function from preferences and then evaluating that reward function with
respect to the ground truth one. A generic gridworld shown is for illustrative purposes only.

5.1 An algorithm for learning reward functions with regret(σ|r̃)

The regret preference model presented in Equation 6 requires the functions V ∗
r̃ and Q∗

r̃ . Therefore, when optimizing
r̃, we need a tractable approach to approximating these functions. Below we present such an approach which applies
general policy iteration (GPI) with successor features to approximate optimal state and action values for arbitrary reward
functions. Our approach builds of the methodology used by Barreto et al. [2016].

Following the notation of Barreto et al., assume the ground-truth reward is linear with respect to a feature vector extracted
by ϕ :S×A×S→Rd and a weight vectorwr∈Rd: r(s,a,s′)=ϕ(s,a,s′)⊤wr. During learning, we seek to learn r̂, an
approximation for r. Therefore we have r̂(s,a,s′)=ϕ(s,a,s′)⊤wr̂ where our goal is to learnwr̂.

Our approximation of V ∗
r̃ and Q∗

r̃ relies on successor features. Given a policy π, the successor features for (s,a)
are the expectation of discounted reward features from that state-action pair when following π: ψ

Q

π(s, a) =

Eπ[
∑∞
t=0γ

tϕ(st,at,st+1)|s0 = s,a0 = a]. Therefore, Qπr̂ (s,a) = ψ
Q

π(s,a)⊤wr̂. Additionally, state-based succes-
sor features can be calculated from ψ

Q

π above as ψ
V

π(s)=
∑
a∈Aπ(a|s)ψQ

π(s,a), making V πr̂ (s)=ψ
V

π(s)⊤wr̂.

We then assume we have a set of state-action successor feature functions, Ψ
Q

, and state successor feature functions,
Ψ

V
for various policies. From [Barreto et al., 2016], we know that Qπ

∗

r̂ (s,a) ≥ maxψ
Q
∈Ψ

Q
[ψ

Q

π(s,a)⊤wr̂] and

V π
∗

r̂ (s) ≥ maxψ
V
∈Ψ

V
[ψ

V

π(s)⊤wr̂]. We use these two maximizations as approximations of Q∗
r̂(s,a) and V ∗

r̂ (s),
respectively.
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Ψ
Q

and Ψ
V

are computed using an inputted set of randomly generated policies, Π. Note that, in this work, we do not
allow an optimal policy for the true reward function π∗

r to be in this set: π∗
r ̸∈Π. We do this to better explore learning with

the regret model under more realistic constraints.

In practice, to enable gradient-based optimization, we replace the maximization function with a softmax function that has
a low temperature. For more implementation related details, including how we generate Π, please see Knox et al. [2022]
Appendix F. We denote the approximation ofQ∗

r̂ as Q̃∗
r̂ and of V π

∗

r̂ as Ṽ ∗
r̂ . Consequently, from Equations 5 and 6, the

corresponding approximation P̃regret of the regret preference model is:

P̃regret(σ1≻σ2|r̂)= logistic
(∑|σ2|-1

t=0

[
Ṽ ∗
r̂ (s

σ2
t )−Q̃∗

r̂(s
σ2
t ,a

σ2
t )

]
−
∑|σ1|-1
t=0

[
Ṽ ∗
r̂ (s

σ1
t )−Q̃∗

r̂(s
σ1
t ,a

σ1
t )

])
(7)

We show the reward learning algorithm using P̃regret in Algorithm 1. Lines 3-6 outline how we generate Ψ
Q

and Ψ
V

given the inputted set of policies, Π. Lines 8–11 describe the supervised-learning optimization using the approximation
P̃regret. Further details on our instantiation of Algorithm 1 for the delivery domain can be found in Knox et al. [2022] 6.1
and Appendix F.1.

Algorithm 1 Linear reward learning with regret preference model (Pregret), using successor features
1: Input: a set of policies, Π
2: Ψ←∅
3: for each reward function policy πSF in the input set do
4: estimate ψπSF

Q
and ψπSF

V
(if not estimated already during step 4)

5: add ψπSF
Q

to Ψ
Q

6: add ψπSF
V

to Ψ
V

7: end for
8: repeat
9: optimizewr̂ by loss of Eqn. 1, calculating P̃regret(σ1≻σ2|r̂) via Eqn. 7, using Ψ

Q
and Ψ

V

10: until stopping criteria are met
11: return wr̂

5.2 Learning from human data

Figure 6: Performance comparison over various amounts of human
preferences. Each partition has the number of preferences shown or
one less.

We consider reward learning using the regret and partial
return preference models with preferences generated by
humans in our delivery task. Results are summarized
in Figure 6. We uniformly split our collected dataset of
1,812 preferences into partitions of equal size, resulting
in various training datasets. We find that with smaller
preference datasets, learning with P̃regret induces near-
optimal performance more often. With larger preference
datasets, both P̃regret andPΣr always induce near-optimal
performance. We apply a Wilcoxon paired signed-rank
test on normalized mean return to each group with 5 or
more partitions. We find that, p<0.05 for all numbers of
partitions except 100 and p<0.01 for 20 and 50 partitions.

With a sufficiently large dataset of preferences, learning
with either the regret or partial return preference model
always induces near-optimal performance. With smaller
datasets of preferences, learning with the regret preference
model outperforms learning with the partial return prefer-
ence model. For more detailed results, including on learning with different types of segment pairs and variations of the
regret preference model, please see Knox et al. [2022] Appendix F.3.

5.3 Learning from synthetic data

We consider reward learning using the regret or partial return preference model with synthetic preferences generated
by each model. In other words, we investigate how well each preference model does when learning from preferences
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that perfectly adhere to it. The ground-truth reward function r is used to create these preference datasets, although while
learning a reward function r̂ we have no access r.

Figure 7: Performance comparison over 100 randomly generated MDPs with
deterministic transitions. Each preference model creates its own training dataset
and learns from it. Learning with the regret preference model is consistently
induces better performance, regardless of training set size or whether preferences
are generated stochastically.

For these results, we use either a stochastic or
noiseless instantiation of the partial return or
regret preference model to generate synthetic
preferences. For the stochastic instantiation,
preferences are sampled from the distribution
created by Equation 2 for partial return-based
preferences or Equation 6 for regret-based
preferences. For the noiseless instantiation,
preferences arise from a direct comparison of
a segment pair’s partial return, Σσ r, or regret,
regret(σ|r).
We randomly generate 100 MDPs, each of
which is a different instantiation of the delivery
domain with a different size, reward function,
and layout. For the specific parameters used
to generate this set of MDPs, please see Knox
et al. [2022] Appendix F.2. For each of the
100 MDPs, we randomly generate preference
datasets of different sizes for training. The
segments in each dataset are constructed by
uniformly sampling start states and three subsequent actions. For a set number of preferences, each method has the
same dataset of segment pairs. Figure 7 shows the percentage of MDPs in which each preference model results in
near-optimal performance. At every dataset size and with stochastic or noiseless preferences, learning with the regret
model always outperforms learning with the partial return model. By a Wilcoxon paired signed-rank test on normalized
mean returns, p<0.05 for 86% of these comparisons and p<0.01 for 57% of them. These results indicate that, when
preferences are generated perfectly in accordance with either preference model, learning with the regret preference model
and regret-based preferences is superior.

For more detailed results, including on learning with segments of different lengths, with segments containing stochastic
transitions, without segments that terminate before their final transition, and with additional novel preference models, see
Knox et al. [2022] Appendix F.2.

6 Summary: the regret preference model

To summarize, we propose the regret preference model as a strong contender to replace the ubiquitous partial return
preference model. We design a human subjects experiment and show that regret is a better predictor of real human
preferences than partial return. We also show that, when learning a reward function from human or synthetic preferences,
using the regret model induces more performant and human-aligned behavior. These results serve as evidence that the
choice of preference model impacts reward learning and that using our proposed regret model poses significant advantages
to the previously used partial return model.

6.1 Limitations

The regret model has its own set of limitations. It assumes that humans can distinguish between optimal and near-optimal
behavior and, like most prior work, that their preferences follow a Boltzmann distribution. We generally assume that
humans use a discount factor of 1, and that this should be used by both the RL and reward learning algorithm; this
assumption remains uninvestigated. For more discussion on the impact of the discount factor on policy and reward
learning, see Knox et al. [2022] Appendix B.2. We also do not consider which segment pairs should be presented to
humans for labeling when learning a reward function. However, other research has addressed this problem through active
learning ([Lee et al., 2021a, Christiano et al., 2017, Akrour et al., 2011]).

Our instantiation of a regret-based reward learning algorithm assumes that the ground-truth reward function can be
expressed as a linear combination of weights and features. This assumption may not hold for all tasks. Additionally,
generating candidate successor features for the approximations Q̃∗

r̂ and Ṽ ∗
r̂ in more complex domains may pose additional

challenges. In this work, learning with Pregret is more sample efficient by slower than when learning with PΣr. Recent
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work from Hejna et al. (Hejna and Sadigh [2023]) proposes a new preference learning algorithm that uses our regret
interpretation of human preferences and overcomes these computational limitations in complex robotics tasks.

7 Learning optimal advantage from preferences and using it as reward

In Section 4 we show that the regret preference model better describes real human preferences, and in Section 5 we show
that learning with the regret preference model leads to more performant behavior. However notable recent work has
achieved remarkable results when learning with the partial return preference model, which we view as fundamentally
flawed and unaligned with human decision-making. Such notable work includes fine-tuning LLMs using human
preferences to sound more human-like and produce more helpful responses ( OpenAI [2022], Ouyang et al. [2022],
Bai et al. [2022], Touvron et al. [2023]). Towards a better understanding of these past approaches, we investigate the
consequences of assuming preferences are based upon partial return when they actually arise from regret.

We argue that, when learning withPΣr from preferences generated byPregret, the learned function is an approximation of
the optimal advantage function, Â∗

r , not a reward function. Under our interpretation, prior RLHF approaches that use PΣr

and assume the learned function is a reward function may still achieve strong performance if a certain pitfall is addressed.
Nonetheless, we provide empirical evidence that this incorrect usage of Â∗

r is less desirable than the appropriate and
simpler approach of greedily maximizing Â∗

r . Broadly, we present novel insights on why learning with the partial return
preference model tends to work so well in practice, despite it conforming poorly to how humans give preferences.

7.1 Learning an optimal advantage function

We have two preference models: Our proposed regret preference model, Pregret and the partial return preference model,
PΣr. Let us unify these two preference models under a single framework:

Pg(σ1≻σ2|r̃)≜ logistic
(|σ1|−1∑
t=0

g(σ1,t)−
|σ2|−1∑
t=0

g(σ2,t)
)

(8)

In the unification above, the segment statistic used by the preference model is represented as the sum of a certain
function, denoted as g, which is applied to each transition in the segment. The overall statistic for a segment is
calculated by aggregating the outcomes of applying function g to every transition that in that segment:

∑|σ|−1
t=0 g(σt)=∑|σ|−1

t=0 g(sσt ,a
σ
t ,s

σ
t+1). For the partial return preference model, g(σt) = r̃(sσt ,a

σ
t ,s

σ
t+1), and the reward function r̃ is

learned via Equation 1.

Recall from Equation 5 that the regret function is equivalent to the negation of the optimal advantage function,−A∗
r̃(s

σ
t ,a

σ
t ).

For the regret preference model, g(σt)=A∗
r̃(σt)=A

∗
r̃(s

σ
t ,a

σ
t ) and the parameters of this optimal advantage function can

be learned directly, also via Equation 1.

In this work, we argue that when preferences are assumed to arise from partial return but actually arise from regret, an
approximation for the optimal advantage function, Â∗

r , is learned rather than a reward function. Once learned, we can
derive a policy from Â∗

r by acting greedily upon it: argmaxaÂ∗
r(s,a). We call this algorithm greedy Â∗

r . In contrast,
prior work mistakes the learned function for a reward function and therefore must perform RL to derive a policy. Notably,
greedy Â∗

r bypasses the need for a separate policy improvement phase and directly utilizes Â∗
r . No reward function is

explicitly learned, though we still assume that preferences were generated by regret under a hidden reward function r.

The rest of this section endeavors to explain why the partial return preference model is highly effective in practical
applications, even though it doesn’t accurately reflect how humans generate preferences. We investigate the consequences
of first using the error-free A∗

r as a reward function (rA∗
r
=A∗

r), and then of using the approximation Â∗
r as a reward

function (rÂ∗
r
= Â∗

r). We refer to the mistaken approach in the first setting as greedy Q∗
rA∗

r
and in the second as greedy Q∗

rÂ∗
r
.

7.2 UsingA∗
r as a reward function

Assume preferences are generated by regret. Learning a function from these preferences using the partial return model and
treating it as a reward function effectively results in a reward function that is an approximation of the optimal advantage
function: r̂= Â∗

r . Here, we consider what happens when this approximation is perfect: Â∗
r=A

∗
r . In this ideal scenario,

rA∗
r

is the reward function that emerges when treatingA∗
r as a reward function. For a given MDP, we first note that the set

of optimal policies with respect to rA∗
r

is equivalent to the set of optimal policies that arise when greedily maximizingA∗
r :

10
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In Thereom 7.1 we state that greedy action selection is optimal for an arbitrary reward function, r̃, if the maximum reward
in every state is 0. We denote the set of optimal policies with respect to r̃ as Π∗

r̃ .

Theorem 7.1 (Greedy action is optimal when the maximum reward in every state is 0.).
Π∗
r̃={π :∀s,∀a [π(a|s)>0⇔a∈argmaxar̃(s,a)]} if maxar̃(·,a)=0.

For a proof of this thereom, please see Knox et al. [2023a] Appendix A. The underlying intuition is that, if the maximum
reward in every state is 0, then the maximum return from any state is also 0. Therefore, greedily selecting the action with
the highest reward of 0 is optimal.

By definition of an optimal advantage function,maxaA∗
r̃(·,a)=0. It follows that usingA∗

r as a reward function induces
the same set of optimal policies as when greedily maximizingA∗

r . From the definition of an optimal advantage function, it
also follows that greedily maximizing A∗

r results in the same set of optimal policies that arise from the ground truth
reward function, r. Therefore, treatingA∗

r as a reward function is principled:

Corollary 7.1 (Policy invariance of rA∗
r
).

Let rA∗
r
≜A∗

r . If maxaA∗
r(·,a)=0, Π∗

rA∗
r
=Π∗

r .

A more detailed proof can be found in Knox et al. [2023a] Appendix B. So rA∗
r

and r induce the same set of optimal
policies, but what is the difference between using these two reward functions when actually learning a policy? Importantly,
rA∗

r
is a highly shaped reward function and is equivalent to the reward function that results from using the potential-based

shaping method proposed by Ng et al. [1999]. Learning using a shaped reward function can be advantageous, as it may
reduce the number of environment samples needed compared to learning with the original reward function. Nonetheless,
acting greedily overA∗

r rather than treating it as a reward function saves computation and induces the same set of optimal
policies.

7.3 Using Â∗
r as a reward function

In practice, when learning from a finite dataset of preferences, it is unlikely that any approach will recover the ground-truth
optimal advantage function. Therefore, here we consider the more realistic scenario where Â∗

r is learned with some error
and r̂= Â∗

r .

Empirically, we find that this error only induces a difference in performance between greedy Q∗
rÂ∗

r
and greedy Â∗

r when
maxaÂ∗

r(s,a) ̸= 0 in at least one state s. To test the assertion, we adjust Â∗
r to have the property maxaÂ∗

r(·,a) = 0

by shifting Â∗
r by a state-dependent constant: for all (s, a), rÂ∗

r -shifted(s, a) ≜ Â∗
r(s, a) −maxa′ Â∗

r(s, a
′). Note that

argmaxarÂ∗
r -shifted(s,a) = argmaxaÂ∗

r(s,a). In 90 randomly generated MDPs from our delivery domain (detailed in
Section 3.1), we observe no performance difference between greedy Â∗

r and greedy Q∗
rÂ∗

r
when Â∗

r=rÂ∗
r -shifted. Despite no

difference in performance, greedy Q∗
rÂ∗

r
incurs additional computational cost while policy improvement is executed and

environment samples are collected. greedy Â∗
r does not incur these additional costs. Details on how these 90 MDPs were

generated can be found in Knox et al. [2023a] Appendix D.1, and graphed results are in Appendix E.

Figure 8: For each state in a set of 30 MDPs, the plots above show the
maxaÂ

∗
r(s,a) values when including versus not including segments that contain

transitions from the absorbing state. Wilcoxon paired signed-rank tests conducted
at each training set size consistently yield highly significant results, with a p-value
of less than 10−7 in all cases.

Importantly,maxaÂ∗
r(·,a)=0 is not guaran-

teed when learning an approximation of A∗
r .

We find that including segments in the train-
ing dataset that contain transitions from the
absorbing state movesmaxaÂ∗

r(·,a) closer to
0 and therefore improves the performance of
greedy Q∗

rÂ∗
r
. Intuitively, transitions from the

absorbing state are hardcoded to have a reward
and advantage of 0 so they provide an "anchor
point" for all other preference comparisons.
Figure 8 highlights this relationship, where
including transitions from the absorbing state
results inmaxaÂ∗

r(·,a) being closer to 0.

When maxaÂ∗
r(s,a) tends to be near 0, we

find the performances of greedy Q∗
rÂ∗

r
and

greedy Â∗
r to be similar, although, greedy Â∗

r

still tends to outperform greedy Q∗
rÂ∗

r
. When

the training dataset does not contain segments

11



A new model of human preferences for learning reward functions HONORS THESIS

Figure 9: For each state in a set of 30 MDPs, the plots above show the performance when noiselessly generated preference datasets do
and do not include segments with transitions from absorbing state. For greedy Â∗

r (in red) Wilcoxon paired signed-rank tests reveal
that including transitions from absorbing state results in significantly higher performance for all training set sizes but the smallest, 300,
with p<0.0007. No significant difference in performance is detected for greedy Q∗

rÂ∗
r
with or without terminating transitions except at

30,000 preferences with a more modest p=0.04.

with transitions from the absorbing state, and thereforemaxaÂ∗
r(s,a) is often not close to 0, greedy Q∗

rÂ∗
r
significantly

underperforms greedy Â∗
r . These results are shown in Figure 9 for 90 randomly generated MDPs with noiseless, synthetic

preferences generated by the regret model. These results empirically support our assertion that, if preferences are
generated by regret and are learned from using the partial return model, the learned function should be treated as an
optimal advantage function not a reward function. For results when learning from stochastic synthetic preferences, please
see Knox et al. [2023a] Appendix G. In Knox et al. [2023a] Section 3.3 we present a hypothesis aimed at explaining the
circumstances under which greedy Â∗

r outperforms greedy Q∗
rÂ∗

r
when the maximum value of Â∗

r(s,a) tends to be close to
zero.

In Section 7.2, we assert that usingA∗
r as a reward function results in a highly shaped reward function. We test whether

this reward shaping, which may be beneficial, is also present when using the approximation Â∗
r as a reward function.

Figure 10 shows that policy improvement with the Q learning algorithm ( Watkins and Dayan [1992]) is more sample
efficient with rA∗

r
and with rÂ∗

r
than with the ground truth r, as was expected. To further quantify the difference between

using these reward functions, we define AAC as the area above a learning curve and below 1.0. A small AAC indicates
better learning performance. For the results plotted in 10, Wilcoxon paired signed-rank tests reveal that Q learning with r
(purple) has a larger AAC than with rA∗

r
(red), which in turn has a larger AAC than with rÂ∗

r
(both p<0.00003).

Figure 10: For a set of 100 MDPs, the plots above show the learning curves
for Q learning on the ground truth reward function r and on rÂ∗

r
. In each MDP,

Â∗
r was learned with 100,000 noiseless, regret-based preferences. We see that

learning is more efficient, indicating that in practice rÂ∗
r

is a helpfully shaped
reward function, as is using the true A∗

r as a reward function.

To summarize, when Â∗
r is learned with some

error, we find that it is always better to greedily
maximize Â∗

r rather than treat it as a reward
function. We hypothesize that influential prior
work follows the latter approach, while we ad-
vocate for the former. Greedily maximizing
Â∗
r is conceptually simpler, i.e., by avoiding

the need to perform RL, and results in better
performance. The performance gap is partic-
ularly pronounced whenmaxaÂ∗

r(·,a) is not
close to 0 for at least one state. This pitfall that
arises when r̂= Â∗

r can be mitigated by includ-
ing segment pairs in the training dataset that
contain transitions from the absorbing state
or by manually forcing maxaÂ∗

r(·, a) = 0.
Nonetheless, greedily maximizing Â∗

r is more
principled and performant.

8 Reframing prior work

The partial return preference model has been used in several high-profile applications:

• To fine-tune large language models for text summarization Ziegler et al. [2019].
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• To create InstructGPT and ChatGPT Ouyang et al. [2022], OpenAI [2022], as well as to fine-tune Llama
2 Touvron et al. [2023].

• To achieve strong performance on a suite of Atari-video games Christiano et al. [2017] and simulated robotics
tasks Lee et al. [2021b], Lee et al. [2021a].

The use of the partial return model in these works fortuitously allows an alternative interpretation of their approach:
they are learning an optimal advantage function from regret-based preferences, not a reward function. This
reframing suggests that, instead of treating the learned function as a reward function and performing RL to derive a
policy (such as with greedy Q∗

rÂ∗
r
in Section 7), it should instead be treated as an optimal advantage function and greedily

maximized. The consequence of our interpretation yields a family of conceptually simpler and less computationally
burdensome approaches to learning from preferences. Our perspective was recently explored by Hejna et al. [2023],
resulting in strong performance outside of our grid world domain. For a more detailed discussion on how our interpretation
provides unique insights on common approaches to fine-tuning large language models, please see Knox et al. [2023a]
Section 4.

8.1 Limitations

Our exploration into learning optimal advantage from preferences and mistaking it for reward has a few limitations.
Firstly, we assume that the human preferences used for training by the aforementioned prior works follow the regret
preference model. While our empirical results from Section 4 support this assumption, we do not have access to the
preference datasets used by these other works. Secondly, our interpretation asserts that a policy should be derived by
greedily maximizing the learned optimal advantage function rather than by treating it as a reward function. We do not
consider how this can be practically implemented in domains with large or infinite action spaces, although Hejna et al.
[2023] takes a first step towards applying our insights to domains with continuous actions.

9 Nudging human preferences toward the regret model

Figure 11: Subjects where shown either the REGRET-UI interface (top) or
the Σr-UI (bottom). To avoid technical jargon in the REGRET-UI, V ∗

r (sσ0 ) is
referred to as the "BEST POSSIBLE SCORE FROM START", V ∗

r (sσ|σ|) as the
"BEST POSSIBLE SCORE GIVEN THESE 3 STEPS", and regretd(σ|r) as
the "OPPORTUNITY COST". In the Σr-UI, Σr is referred to as the "SCORE".

In Section 4 we find that the regret preference
model better predicts real human preferences.
In Section 5.3 we find that learning with pref-
erences that are generated by the regret model
induces better performance than learning with
preferences that are generated by the partial
return model. While human preferences are
more in line withPregret, they do not perfectly
follow it. Can we push human preferences
closer to the regret model in order to get better
performance?

As a first step towards investigating this,
we present human subjects with information
about the ground truth regret for each segment
at preference elicitation time. Specifically, we
show subjects each segment’s start state value,
end state value, and regret. We avoid technical
jargon when presenting human subjects with
this information, and refer to this condition
as the REGRET-UI. We additionally show an-
other group of subjects information about only
the partial return preference model, i.e. each
segment’s sum of rewards. We refer to this
as the Σr-UI. An example of the interfaces
for the REGRET-UI and Σr-UI is shown in
Figure 11.

Note that we never explicitly tell human sub-
jects they should use the presented informa-
tion to inform their preferences. Instead, we
include either the ground truth regret or partial
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Figure 12: Performance comparisons over various amounts of human preferences from each UI condition. All results are averaged
over 10 random seeds. The color of the line indicates under which condition preferences were elicited, while the plot indicates which
preference model was used while learning.

return for each segment, allowing participants to independently discern the relevance and significance of this data. The
condition where no information is shown to human subjects at preference elicitation time, which is what’s used for
all prior results and shown in Figure 4, is referred to as the NO-STATS-UI. Note that the only difference between the
REGRET-UI, Σr-UI, and NO-STATS-UI is what information is shown at preference elicitation time. For each of the
two new conditions, we collect all human preferences in the delivery task presented in Section 3.2. We follow the same
elicitation and filtering procedure outlined in Section 3, resulting in 2,542 preferences collected from the REGRET-UI
condition and 2,545 preferences collected from the Σr-UI condition.

To assess the effectiveness of Pregret and PΣr in predicting preferences from each condition, we compute the cross-
entropy loss for each model over the preference datasets collected from each condition. We follow the same methodology
presented in Section 4. Unsurprisingly, the regret model best predicts preferences elicited from the REGRET-UI condition
and the partial return model best predicts preferences elicited from the Σr-UI condition. These results, shown in Table
9, indicate that showing subjects ground-truth information about a segment’s regret or partial return can nudge their
preferences toward the regret or partial return preference models respectively.

Preference model NO-STATS-UI
Loss (n=1812)

Σr-UI
Loss (n=2545)

REGRET-UI
Loss (n=2542)

P (·)=0.5 (uninformed) 0.69 0.69 0.69
PΣr (partial return) 0.62 0.50 0.55
Pregret (regret) 0.57 0.52 0.44

Table 2: Mean cross-entropy losses on test sets from predicting human preferences for three preference elicitation conditions. Lower
loss is better.

We achieve the best performance when learning a reward function with Pregret and preferences collected from the
REGRET-UI condition. Interestingly, learning with Pregret and preferences collected from the Σr-UI induces similar
performance to learning with PΣr and using those same preferences. These results are illustrated in Figure 12 and suggest
that 1) we can nudge human preferences towards a certain model, and 2) doing so is beneficial when learning a reward
function and policy. In turn, this provides a proof of concept for future work focused on how to nudge human preferences
towards Pregret or PΣr without access to ground-truth reward and value function information at preference elicitation
time.
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9.1 Limitations

This investigation relies on presenting human subjects with information about the true reward function and value function
to nudge their preferences. Future work should address this limitation by designing preference elicitation interfaces for
nudging human preferences without access to ground truth information. Additionally, we seek to teach human subjects
about the regret or partial return model in a relatively simple grid-world domain. Whether findings in our domain translate
to more complex domains requires further exploration.

A critical concern regarding this direction of research is that we assume there is a single true reward function to recover
from human preferences. Our objective is to influence human preferences to more accurately recover this reward
function. However, this assumption is precarious; if there is not a true reward function shared by all human subjects
then nudging human preferences would likely hinder efforts to learn a human-aligned reward function. Consequently,
practitioners should be wary of applying related methodologies to real-world problems where individuals may have
differing preferences.

10 Directions for future work

This thesis presents the regret model of human preferences, which poses numerous advantages over the partial return
model. Below, we outline and elaborate on additional directions for future work outside of the limitations discussed in
Sections 6.1, 8.1, and 9.1.

Some prior work has focused on developing preference-based reinforcement learning algorithms with sample efficiency
guarantees (Kong and Yang [2022], Pacchiano et al. [2021]). These algorithms and guarantees, however, rely on the partial
return assumption. One important direction for future research involves analyzing previously proposed provably efficient
reward learning algorithms using the regret preference assumption rather than the partial return preference assumption.
Perhaps such an analysis will yield tighter performance bounds.

This work is entirely concerned with offline reward learning. Future research could focus on using the regret preference
model to learn a reward function in an active learning setting instead, possibly resulting in increased sample efficiency. For
example, Sadigh et al. [2017] introduced a popular method for choosing segment pairs for preference labeling; they select
segment pairs that maximize the volume removed from the hypothesis space of possible reward functions. The volume
removed, however, depends on human preferences which are assumed to arise from partial return. Reworking the query
selection methodology proposed by Sadigh et al. [2017] with the regret assumption may yield a more sample-efficient
active learning algorithm.

Additionally, approximating regret under a given reward function requires approximating Ṽ ∗
r̂ and Q̃∗

r̂ which is costly.
We propose a tractable approach to address this problem reliant on successor features and the assumption that reward
can be expressed as as linear combination of weights and state-action-features. Future research should focus on other
methods for approximating Ṽ ∗

r̂ and Q̃∗
r̂ that do not require our linearity assumption and can efficiently be extended to

more complex domains.

Like the partial return model, the regret preference model assumes humans are Boltzmann rational. As such, Pregret and
PΣr are parameterized using the logistic function. This assumption is common in the RLHF literature, but remains largely
uninvestigated. An important direction of research involves investigating how humans use a segment statistic, such as
regret or partial return, to actually generate preferences.

Future research should also focus on how to best elicit human preferences. For example, Pregret relies on the assumption
that humans can differentiate between optimal and near-optimal behavior. While we purposefully violate this assumption
in our delivery task, it may be even more difficult for a human to differentiate between behaviors of varying desirability in
more complex domains. Can we design preference elicitation interface tools to address this problem and aid humans
in generating preferences? Relatedly, in Section 9, we present initial work aimed at teaching human subjects about a
preference model with the objective of nudging their preferences towards that model. An interesting direction of research
involves teaching human subjects about a preference model in a simple domain with the objective of nudging their
preferences towards that model in a new, more complex domain. For example, it may be straightforward to teach humans
that they should account for start and end state values when evaluating a segment’s desirability in our grid-world delivery
domain. This instruction might then influence their preferences in a more complex setting, like in a robotics manipulation
domain.
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11 Conclusion

We begin by questioning a ubiquitous assumption made by prior works in RLHF: that a segment’s desirability arises solely
from its sum of rewards. We call the preference model that uses this assumption the partial return preference model (PΣr),
but we believe it is incorrect. Instead, we propose the regret preference model (Pregret) which rests on the assumption
that a segment’s desirability arises from its deviation from optimal behavior. Our proposed regret preference model shows
numerous improvements over the partial return model:

• The regret model better predicts real human preferences.
• Learning with the regret model from a dataset of human preferences results in more performant learned policies

more often.
• When each preference model learns from synthetic preferences that perfectly adhere to it, the regret preference

model also outperforms the partial return model.

Our findings indicate that the regret preference model is more successful descriptively, in predicting and learning
from human preferences, and normatively, as the model we would prefer humans to adopt if given the choice. We
observe, however, that influential prior work achieves remarkable results when learning from human preferences but
using the partial return model, which we view as fundamentally flawed. We show that if preferences are generated by
Pregret and learned from using PΣr, then the learned function is actually an optimal advantage function not a reward
function. We pinpoint the consequences of mistaking an optimal advantage function for a reward function, resulting in a
more theoretically principled perspective on prior work. Finally, we provide early evidence that we can nudge human
preferences toward Pregret or PΣr by modifying the preference elicitation interface, resulting in more performant learned
policies.
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